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FOREWORD

As naval operations move into littoral environments and address Tactical Ballistic Mis-
siles Defense (TBMD), the demand for shipboard sensor resources will increase significantly.
Furthermore, threat trends indicate that the conditions under which hostile targets can be
engaged successfully are becoming more difficult to achieve. In contrast to addressing these
challenging problems by focusing on the procurement of more information through more
efficient hardware and signal processing or additional sensors, this report focuses on the effi-
cient utilization of the sensor information through modern tracking algorithms with adaptive
revisit times of a phased array radar. This adaptive tracking technology is presented in the
form of a benchmark problem.

While the problem of tracking maneuvering targets has been studied extensively, the
authors were the first to define in the literature standard problems that could be used for
comparison and evaluation of tracking algorithms. The lack of benchmark problems has hin-
dered the progress of the target tracking community with respect to individual applications
of research to many “real world™ problems. Thus, many researche. - and their solutions have
not been considered during the developmert and demonstration of systems with advanced
technology. In order to address this lack of benchmark problems, the authors organized
invited sessions at the 1994 and 1995 American Control Conferences and invited researchers
to present solutions to benchmark problems. The benchmark problems included many real
world issues such as finite sensor resolution, track initiation, beam pointing control, false
alarms, and Electronic Counter Measures (ECM). The benchmark problem presented in
this report was developed from the lessons learned at the American Control Conferences.
A computer program that will simulate the adaptive tracking of maneuvering targets as
a benchmark problem is included on a diskette so that other researchers can implement
and evaluate their algorithm with minimal effort. This benchmark has been accomplished
through funding from the NSWCDD In-house Laboratory Independent Research (ILIR) Pro-
gram sponsored by the Office of Naval Research.

This report has been reviewed by Dr. T. R. Rice, Technical Lead, Target Tracking and
Signal Processing; and R. N. Cain, Head, Combat Systems Technology Group.

Approved by:

MARY E. LACEY, Head
Systems Research and Technology Department
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CHAPTER 1
INTRODUCTION

While the problem of tracking maneuvering targets has been studied extensively [1-5],
no standard or benchmark problems had been identified in the literature for comparison
and evaluation of proposed algorithms until [6,7). While design objectives, operating condi-
tions, and system constraints differ significantly between tracking problems, clearly defined
benchmark problems in the areas of target tracking such as data association, multiple target
tracking, and tracking maneuvering targets have been found to be very helpful in the assess-
rent and comparison of existing algorithms. The lack of benchmark problems has hindered
the progress of the target tracking community with respect to many “real-world” problems,
and thus, many researchers and their solutions have been omitted from consideration during
the development and demonstration of systems with advanced technology.

The first benchmark {6] included many of the features of an actual phased array radar
and realistic scenarios as well as many of the restrictions that occur in a “real-world” en-
vironment. The testbed simulation for the first benchmark problem included the effects of
target amplitude fluctuations, beamshape, missed detections, finite sensor resolution, tar-
get maneuvers, and track loss. The tracking requirements were specified in terms of limits
on the position and maneuverability of the targets rather than by a set of scenarios. The
“best” tracking algorithm was determined to be the one that minimized the average number
of radar dwells while satisfying a constraint of 4 percent on the maximum number of lost
tracks. Using a filter performance criterion bassd on system performance helped to focus
the efforts of the researchers onto those issues that are important to the system designers
and, thus, illustrated the benefits of modern tracking (i.e., data processing) througi the
benchmark. However, the berchmark of [6] did not include False Alarms (FAs) (i.e., false
detections) or Electronic Counter Measures (ECM), which are two critical elements of any
“real-world” tracking problem [8,9]. While parameter control and tracking in the presence
of false alarms was considered for a phased array radar in [10], no standard problem was

available to the authors to assess the performance of their new techniques relative to other
existing techniquea.

This report extends the benchmark of (6] to include the effects of FAs and ECM.! The
inclusion of FAs is accompanied with multipie radar waveforms so that the waveform energy

1 While this report has the same objective as [7], this report aud the corresponding simulation program
include many improvements over that of (7].
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Figure 1.1 Illustration of Beam Pointing Control of a Phased Array Radar

can be coordinated with the tracking algorithm. The ECM includes Range Gate Pull Off
(RGPO) on the target and a Standoff Jammer (SOJ) broadcasting wideband noise. Figure
1.1 gives an illustration of the problem, where the helicopter is a SOJ and the dotted aircraft
illustrates the effects of 8 RGPO. If the pointing of the radar beam, denoted by the atraight
solid lines, is bad, the target will not be detected. For this benchmark the “best” tracking
algorithm is the one that minimizes a weighted average of the radar energy and radar time,
while satisfying a constraint of 4% on the maximum number of lost tracks.

Figure 1.2 shows a block diagram of the MATLAB? simulation program for the bench-
mark, while additional documentation on the use of the simulation program is given in
Appendix B. Each benchmark participant codes his tracking algorithm in the block entitled
“Tracking Algorithm,” which is given the range, bearing, and elevation of the initial detec-
tion of the target. For each experiment, the tracking errors, radar energy, and radar time
are saved. After the lasc experiment of the Monte Carlo sinulation, the average tracking
errors, average radar energy per second, and average radar time per second® are computed
for maintained tracks and the percent of lost tracks is also computed. A constraint of 4%
is to pe imposed on the number of lost tracks. A track is considered lost if the distance
between the true target position and the target position estimate exceeds one beamwidth in
angle or 1.5 range gates. When FAs and ECM are present in an actual radar system, algo-
rithms for reacquiring the target and “coasting” the target tracks through jamming signals
are required in order to maintain a track. However, in this benchmark problem, the SOJ
power is limited so that the it can be defeated with one of the higher energy waveforms.

2 MATLAB is a trademark of The MathWorks, Inc., Natick, MA.

3 This is inversely proportional to the average sample period. More details on this are given in Chapter 6.
4 This restriction is made to limit the scope of the problem and reduce the problems amsociated with
declaring s track as lost.
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Since track initiation is very expensive with respect to radar time and energy, the emphasis
of this benchmark is on maintaining tracks with an allowance for track reacquisition within
a few radar dwells.’

The radar mode! simulation includes the effects of target amplitude fluctuations,
beamshape, missed detections, finite resolution, FAs, an SOJ, and RGPO. The radar per-
forms search dwells, monopulse track dwells, and monopulse passive dwells. Eight radar
waveforms that differ primarily in the pulse length are available for control (i.e., selection)
from the tracking (and radar management) algorithm. Since a waveform with a longer pulse
length provides a higher Signal-to-Noise Ratio (SNR) at the cost of more radar energy, the
proper coordination of the waveform selection with the tracking algorithm is an important
“real-world” issue to be addressed by each participant. For example, a higher target SNR
results in fewer FAs at a cost of more radar energy. RGPO and standoff jamming in the
mainlobe and sidelobes are inciuded in the benchmark problem. In RGPO, the target under
track repeats with delay the radar pulse to pull the radar range gate off the target so that no
detection of the true target will occur. The time delay is controlled so that the false target
is separated from the target with linear or quadratic motion. For tracking an SOJ, passive
measurements of the jammer position (i.e., angle only) are provided by the radar at the
request of the tracking algorithm, with bearing and elevation angles for pointing. Thus, the
tracking algorithm will be required to track one target and one jammer. When the jammer
is in the inainlobe of the radar beam pattern, the target return will be corrupted or hidden
by the jammer signal. When the jammer is in one of the sidelobes, the SNR for the target
will be reduced. The initial bearing and elevation of the jammer will be given to the tracking
algorithm.

The targets exhibit Radar Cross Section (RCS) fluctuations according to the Swerling 3
type and perform as much as 7 g of lateral acceleration and 2 g of longitudinal acceleratior.
Target range can vary from 20 to 100 km, while the target elevation angle can vary from 2°
to 30°. Since only one face of the phased array radar is used, the bearing (or azimuth) of the
target will be confined to £60°. The average RCSs of the targets are large enough so that
an average SNR of 18 dB is achievable with the highest energy waveform. The SOJ remains
at ranges near 150 km and performs less than 2 g of acceleration.

Results of Previous Banchmark Efforts

An invited session was organized at the 1994 Americen Contro! Conference (ACC) with
the first benchmark as the theme for the session. The benchmark problern was presented,
along with four different approaches to the problem. The results of the invited session [11-13)
and other studies such as {14] provided relative comparisons of different tracking algorithms
on the first benchmark. The a ~ 3 filter provided an average sample period of 0.85 s, while

5 Reacquisition is allowed if it can be accomplished before the estimation errors exceed the criteria for a
track being considered lost.

1-4
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a standard Kalman filter with a nearly constant velocity motion model provided an average
sample period of about 1 s. Thus, for an order of magnitude increase in computations,
the Kalman filter provided only an 20% increase in the average sample period. A two-
model Interacting Multiple Model (IMM) algorithm provided an average sample period of
1.3 s, while a three-model IMM algorithin provided an average sample period of 1.5 s.
Incorporating adaptive revisit times with a three-model IMM algorithm provided an average
sample period of 2.3 s, for about 1.6 orders of magnitude increase in computations relative to
the a — 3 filter. An H-lufinity filter solution was originally included in the invited session at
the 1994 ACC, but the authors withdrew the paper when they concluded that the H-Infinity
filter provided no significant advantage over the Kalman filte. [15].

The panel discussion held during the invited session at the 1994 ACC revealed the im-
portance of tracking maneuvering targets in the presence of ECM. Thus, a second invited
session was organized for the 1995 ACC with a new benchmark [7] that included f: ‘se alarms
and ECM. However, the difficulty of the new benchmark, discrepancies in the calculation
of the radar epergy, and deficiencies in the simulation program resulted in no quantitative
results for comparison of the performances of the different algorithms. Qualitatively, the
IMM algorithm and Multiple Hypotheses Tracking (MHT') yielded comparable results, with
the MHT algorithm being 1 to 2 orders of magnitude costlier in computations.

Many of the deficiencies associated with the benchmark problem at the 1995 ACC were
corrected to produce the benchmark problem described in this report. Reference [16] presents
an IMMPDAF solution to this benchmark problem, while (17] presents an adaptive Kalman
filter solution. The adaptive Kalman filter provided an average sample period near 1 s, while
the IMMPDAF provided an average sample period near 2 s. The adaptive Kalman filter
also required about 30% more energy than the IMMPDAF. To date, no results for MHT are
available to assess its performance relative to these two solutions.

Organization of the Report

This report is organized as follows. Chapter 2 describes the radar model, while Chapter 3
discusses the SOJ and RGPO. The target trajectories are presented in Chapter 4, along
with the average RCS for each target and the timing for the use of the RGPO. Chapter 5
discusses the inputs and outputs of the tracking algorithm. The criteria for evaluating the
performance of the tracking algorithm are given in Chapter 6, and concluding remarks are
given in Chapter 7.
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CHAPTER 3
RADAR MODEL

The radar is a 4 GHz phased array using amplitude-comparison monopulse with uniform
illumination across the array. Each radar dwell consists of one phase/frequency discrete-
coded pulse [18]. The range gate is approximately 1575 meters for a track dwell and 10 km
for a search dwell, with the number of range bins varying from 70 to 444 depending upon the
waveform and dweil “ype. The radar beam is quasi-circular with the beamwidth increasing
as the beam it steered off the broadside direction. The radar beam bas a 3 dB beamwidth
of Opw = 2.4° on brondside (i.e., normal to the face of the array) and Gy = 4.5° at a
broadside angle of 60°. The two-way radar beam has a 3 dB beamwidth of dgw = 1.6°
on broadside and 8w = 3.2° at a broadside angle of 60°. The beam is pointed to the
commanded direction at the next available sample period since the target trajectories are
stored in the data file at 20 Hz. The minimum time period between sets of radar dwells is
restricted to 0.1 s (i.e., 10 Hz). A set of radar dwells may consist of as many as five dwells
that are requested simultaneously by the tracking algoritbm. Each radar dwell requires 0.001
8 of radar time to be accomplished. However, for the purposes of simulation, all of the dwells
in a set are inodeled as occurring at the same instant of time with respect to the target state.
For a given detection threshold selected by the participant’s radar management algorithm,
the radar mode! will return, for each detection ¢ of each dwell of the set, the following: the
SNR R{, bearing monopulse ratio rj’, elevation monopulse ratio ri, and range r}, where
k denotes the dwell time, which is assumed to be equal for all dwells in the set. The sum
and difference channels used to produce the angular measurements are corrupted with white
Gaussian errors. Note that the errors in the monopulse ratio are not purely Gaussian.

Basic Radar Equation

The basic radar equation for a single pulse and target at range R is given in [19] as

_ PthGr'\zFlerzvo Gatc(R)
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where

P, = Received power from the target
P; = Transmitter power
Gy = Transmitter antenna gain in the direction of the target
G, = Receiver antenna gain in the direction of the target
A = Transmit wavelength
Fy = Transmitter propagation factor
F, = Receiver propagation factor
o9 = Target RCS
Lios = Total losses for the radar system
Gtc(R) = Sensitivity Time Control (STC) gain
STC is employed to prevent saturation of the receiver by close-in scattering and to prevent

short-range detection of objects with a small RCS. For this benchmark, the STC gain is
defined as

lv 3 R 2 R“c
Gu(R) = (__R;) R < Ry (2.2)
Ruc/ '’

where R,;. = 30 km. The antenna gain along the boresight of the beam is computed in terms
of the number of elements assuming half-wavelength separation distance between elements.
Note that the gain becomes wavelength independent in this approximation. The effective
aperture i8 given by

Ae =£ AA (2.3)
where ¢4 is the aperture efficiency, and A = L;L, is the actual area for array dimensions
L; and L,. The gain is given by

_ 4xcy ( &\_ & )

A 2 2

= 74N, N, (24)

where N, and N, are the number of array elements in a particular dimension. In this
benchmark, 55 elements per array side is assumed along with an aperture efficiency of 0.5.
Thus, G; = G, = 36.8 dB for perfect beam pointing.

The noise power is given by
Py = koToBuFy (2.5)
2-2
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where

ko = Boltzmann constant
To = Reference temperature
B, = Noise bandwidth

Fy = Receiver noise figure

The uncompressed (i.e., no phase/frequency coding) SNR R* is given by

g - PGiG NV FiFlay 1 ) Gm(R))
- (41’)311“‘ koTanFn R

(2.6)

For a radar with a given P;, the SNR at the output of the matched filter can be increased
by extending the length of the radar pulse. In order to achieve good range resolution with a
long pulse, puise compression is used. In discrete-coded pulse comprezsion, the pulse width,
Te, is compoeed of Ng subpulses of width 75 (i.e., 7. = Ns7g), where each subpulse is coded
with frequency and/or phase. For this benchmark problem, the radar waveform is biphase
coded [18]. The subpulse width 7g is assumed to be equal to the compressed pulse width
7e and, thus, 75 5! defines the receiver bandwidth of the compressed pulse B,. Modeling the
compressed pulse as coherently integrated Ns subpulses, the output SNR for the compressed
pulse is given by

R= P‘G‘G,XZF?F'ZUO ( NOTC ) (G'“(E)) (27)

(4%)3Lyo koToFy R
Assuming an RCS of one square meter and the radar parameters of Table 2.1, the radar
equation can be simplified to

o= ity (22 -

where §}g = 257.6 dB . For each of the eight waveforms and a one-square-meter target, the
SNRs at 100 km were calculated using (2.8). The results are summarized in Table 2.2, where
Ar = 0.5crg is the resclution of each pulse, with ¢ being the speed of light.

The RCS of the target will be mcdeled as Swerling 3 type, where the density function for
the RCS is given by

flo) = o, [ch] (2.9)

with the average RCS (i.e., 044.) varying between target scenarios. The cumulative distri-
bution function of the radar cross section is given by
) exp [—-2-0-0—] (2.10)

F(ao)=P{o.<.a5ao}=1-(

2-3
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Table 2.1 Radar Parameters
ﬁ 1 MW (60 dBW
GGy 4752 (35. L
Scm(—11. e
ko by 1 (0 dB) b
Lot 1445 216 dB) Lo
ko 1.38 x 10~ J/K (-228.6 dB) PN
4 (4x)° 1984.4 (33 dB L
. 2 (3 dB) L
. @
Table 2.2 Waveform Parameters ;
!
No. Te (448) N, Ar (m R, @ 100 km (dB)
1 T. 3" e T
! 2 - 2.29 15 20.5 1 °®
¢ 3 3.05 20 22.5 3.7
i ! 585 30 22.5 53 ‘
: 5 1170 78 prA] B3 ;
5 73.40 58 7R 1.3
7 %8 TS ) 143 . 3
ﬂ‘ g 3.6 156 30 173 e
Since F(oy) is uniformly distributed between 0 and 1, a sample or observation of the RCS )
! can be computed by solving !
| .
t ‘ .}..l
' (1+ 22) exp [- 200] =l-z (2.11) !_
| Oave Oave ;
; where z is a random number that is uniformly distributed between 0 and 1. ?
Qj The power received from the SOJ is given by l o
| !
i B i
| Prj = PGy (F') (2.12) ‘;
; fj }
‘ where ’ o
P; = Jammer power at the radar ;
G,;j = Radar receiver antenna gain in the direction of jammer

° B, = Effective bandwidth of the radar receive filters .o

Effective bandwidth of the jammer emnission

o
"

2-4
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For this benchmark, the SOJ power P; will be a multiplicative factor of “he noise power with
BJ > By- Thus,
kOTOF n

Te

Fi= ( ) GrjGote(Retr) (2.13)

where 7o = 8 will be fixed during the benchmark, G,¢( ., ) is the STC gain evaluated at
the center range bin of the active dwells and at unity on passive dwells.

Range Measurements

The range is computed as the range bin value that is closest to the true range in order
to eliminate the need for processing adjacent bins for detection. Also, since the targcts are
assumed to be points in space and no interpolation between bins is performed, the discrete
coding results in range measurements with errors that are uniformly distributed and defined
by the bin resolution (i.e., independent of SNR).

The center of the range gate is placed at the predicted range #; provided by the tracking
algorithm. The range measurement is computed as follows. The prediction error in range is
given by

fr= Ry -4 (2.14)
where R is the true range of the target at time k. If |74 > 775 m, then a missed detection

occurs and none of the measurements that are returned will include the target. If the target
is in the range gate, the range measurement is given by

ry = Ar rd [%] + g (2.15)

where Ar is specified in Table 2.2 for each waveform and rd[-] denotes the nearest integer.
The range of an FA is assigned to that range of the bin in which it occurs.

Antenna Gain Patterns

The array consists of 3025 individual elements (i.e., 55 elements in elevation and bearing)
with cosine illumination and half-power beamwidth of 140°. The broadside of the array is
directed at 0° bearing and 15° elevation. The normalized voltage patterns [20) are defined by
Vi(E}, ), the voltage pattern in elevation pointed at &, and target at £}, and V;(B}, b),
the voltage pattern in bearing pointed at 4, and target at Bf, and are given by

Vi(El, %) = x  #in(Nb) [sin(by 4+ 0.5¢) sin(by - 0.5%)

4(1.43) Nsin(by) [ b +0.5% b~ 0.5x (2.16)
2-5




'
!
)
!
I
1
1

NSWCDD/TR-96/10
_ x sin(Na3) [sin(a; +0.5x) = sin(a) — 0.57)
Vi(BlLb) = 4(1.43) Nsin(ay) [ ay + 0.5« a; — 0.57 (2.17)
where
a; = 0.25 sin(B}) (2.18)
ag = 0.5 [sin(B}) -sin(i..)] (2.19)
by = 0.25 sin(EL - ¢) (2.20)
b3 = 0.5 [sin(E} — ¢y) — sin(&} ~ e)] (2.21)
N =55 (2.22)
e = 15° (2.23)

The factor of 1.43 has been included to give a normalized sum channel voltage at boresight
for a broadside angle of 0°.

Channel Voltages

The received voltage will be related to the received power as V; = /2F,. In search or track
mode, the sum voltage at time k, s;, is composed of the in-phase and quadrature portions.
The in-phase and quadrature components of the sum voltage s} normalized by the receiver
noise is given by

sy =TL(Z4)? cosg} + TLE] cosd] + N(0,1) (2.24)
squ =T'4(E1)? sing} + [LT] sing] + N(0,1) (2.25)

where

ri= %\/ Te00G ne( RY) (2.26)

Iy = 0Gucl ) [N0,1) + 470, 1)] (221)
3
© k=G 2’23"1.0 = V20, = 130.2 dB (2.28)

Ei = ﬂ(ﬁq, 9:,) + W‘.(-p:', 9:.) + w‘(o:qo - 01) + w‘b(-o:p - u) (229)
2{ = W{(D:', 0:,) + 0{(-0:', 0:') + w{(o:p - 01) + w{("0:!’ - 'ﬂ) (230)

¥i(@,9) = [Ve(EL &4 + 2)Vi(B), by + )] (231)
¥(z0) = [V B, &4 + 2)Vi(B], by + 1) (2.32)
2-6
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0%, = 0,00/ cos(éx ~ &) (2.33)

B3y = a0/ cos(bi) (2:34)
Te = Pulse length

¢4 = Phase of the voltage of the target return

¢ = Phase of the voltage of the SOJ

Bl = Bearing of the SOJ at time k

E] = Elevation of the SOJ at time k

Both ¢} and ¢} are independent and uniformly distributed between 0 and 2r. The
05, and 6%, denote the squint angles® in elevation and bearing, respectively, where
0,0 = 0.9° = 15.7 mrad. Also, N(0,1) denotes a Gaussian random variable with zero mean
and unity variance. Let

(84)? = (81)% + (au)? (2.35)
Then the observed SNR is computed by ®; = 0.5(s})2.

Eqs. (2.24) through (2.34) are used to compute a measurement for each range bin by
setting I', = 0 for the bins that do no: include the target. The passive measurements are
obtained by setting I'y = 0 and G, = 1 for all range bins. The observed SNR R} and range
r} are returned for every range bin i with R} > R{}, where R{ is specified by the tracking
algorithm for the dwell set at time k. In other words, a measurement is returned for range
bin i if R} > R{*. Thus, the probability of an FA Py, is specified by the tracking algoritam.
The amplitudes of the FAs are Rayleigh distributed with parameter 7o(EL})?Gyc(R) + 1.
Since the passive measurements are obtained by setting '} = 0 and G, = 1 for all range
bins, the amplitude of the measurements of a pass = dwell will be Rayleigh distributed with
parameter 70(Z])% + 1.

Figure 2.1 shows the one-way beamwidth #gw or ¢ sum channel versus the off-broadside
angle, which is the angle between the boresight of the beam and a vector orthogonel (i.e.,
normal) to the face of the array. The broadside angle is treated independently in elevation
and bearing. The oue-way beamwidth is the angle batween the two half-power points on
the sum channel beam. The one-way beamwidth varies from 2.4° at broadside to 4.5° at a
broadside angle of 80“. The two-way beamwidth varies from 1.6° at broadside to 3.2° at a
broadside angle of 60°. Figure 2.2 shows the normalized antenna gain versus the off-broadside

® Note that the squint angles are usually flxed with respect o the off-broadside angle. The squint sngles
have been varied with ths ~f-broadside angle to incrcase the minimum monopulse error slope.

2-7
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angle, where the gain has been normalized by the gain at broadside. Thus, antenna gains
G, and G, are decreased by 0.4 dB at a broadside angle of 60°.

The difference voltages in elevation df and bearing di have in-phase and quadrature
components. The in-phase and quadrature components of d§ and d} are written as

dyy = r} 2& [W (O:p 0:;)"‘ vi (05.,-03.) Wk( 01’024) wk( g onqlJ °°°¢k

+ T4 (1020, 08) + W10, - ) = (=030, 0) ~ Wi(~050, ~01y)] cond]

+N(0,1) (2.36)
dogn = PS4 [W}(03,88,) + Wh(8%y, —8%,) - Wh(~65,,08,) — Wi(~65,, —6},)] sine}

+ I‘i [wk(ﬁpo' ) + W, (0:1’ 0:') - ¥ ( 0 0:() = 1 ( o aq)] snnﬁ

+ N(0,1) (2.37)
d’ﬁ = I} 2i [W (O:l' aq) + 1§ (_ .,.Gﬁ.,) - W‘k(oiqv "otg) - Wi(‘”:w - aq)] cos¢z

+ Iy [wg(”q; 021) + ¥} ( g 02,) Wk(o:l’ - '!) - ¥ ( w = )] co.ﬂ
+ N(0,1) (2.38)
d‘Qh =TiTt [" (G5qs 01) + V(-6 oy otq) - Wt(”:q’ ) = Wtk("”:q’ —0:,)] sing}

+F’l[wl(0:v0:q)+wh npo:q) ‘I’ (0:',- .,) W ( 0 = ,')] sinﬁ;
+N(©,1) (2:39)

where the received errors in the difference channels have been medeled as independent of the
receiver errors in the sum channel. Passive measurements are generated by setting I'} = 0.

Monopulse Processing

Monopulse processing is a simultaneous lobing technique for determining the angular
location of a source of radiation or of a “target” that reflects part of the energy incident
upon it [2]). The monopulse ratio is formed by the (complex) division of the difference-
channel voltage phasor by the sum-channel voltage pbasor. Monopulse ratios are formed
separately for the elevation and bearing directions of arrival. For every active or passive
track dwell, monopulse ratios are returned for every measurement with an amplitude that
exceeds the specified detection threshold R{*. The monopulse ratios are then used to estimate
the monopulse error function value n for determining the measured direction of arrival.
The processing of monopulse ratios will be considered as in Appendix A for (i) target only
measurements, (ii) SOJ only, and (iii) target in the presence of the SOJ within the mainlobe
of the antenna pattern.

2-8
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The monopulse error function at broadside is shown in Figure 2.3 along with the commonly
used linear approximation to the monopulse error function, which is given by

n 3 k8, -8pw <0 < 0w (2.40) ?

where k,, is the average monopulse error slope for ~0.5 8gw < 8 < 0.5 8pw. Figure 2.4 ! SRR
shows the monopulse error slopes versus the off-broadside angle. Since the squint angles are "-f'*-'-""‘ :

increased with the broadside angle, the monopulse error slope kn achieves a minimum of -
24 rad~! rather than 12 rad~! if the squint angles had been fixed at their boresight values.
Since the standard deviations of the angle measurements are inversely proportional to ke, ¢
maintaining a higher k,, provides more accurate measurements at the off-broadside angles. P

The monopulse ratios in elevation and bearing are computed as

rt 31&"7& + s

("Ik)z + (qu) (2.41) °
- Juldh + "Qk{Qk (2.42)
(1) + (o)
E !
‘ When detecting a single target, the Directions-Of-Arrival (DOA) estimates in elevation }' S b
j ni¢ and bearing 5}® are given by :

it = (1+ I, )rz, R >3 dB (2.43) ;

iw=(1+ ﬁ—)rt, R >3dB (2.44)

_..
®

Using the linear approximation for the monopulse error function gives the measurements of }

]
ﬂ elevation and bearing as .
ate !
| el =&+ f'é'- (2.45) :
, o= + 2.46 :
4 b=h+ g (2.46) .
1 !
where ?
. volt
‘ ki, = 48 cos(éx — &) oIt~ rad (2.47) ®
; yo_ volt
; kb, = 48 cos(by) o e (2.48)
3 2-10
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TYPICAL STD. DEV. OF MEASUREMENTS (MRAD)
: { >
o A L)

l A A .
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Figure 2.5 Typical Standard Deviations of the Measurements

and é; and b are the elevation and bearing pointing commands from the tracking algorithm.
Estimates for the standard deviations of the measurements are given by

~ 1 (r, )3 0.3
o = m [l + —] [1 + TN ] ) R.>3dB (2.49)
Sth ('" )2 o

, ®>3dB (2.50)

! ='&Z‘l\/ﬁ;[‘+m][

Note that (2.49) and (2.50) differ from the expression given in [21] for the standard deviation.
The variance expression in [21] is based on an assumption of |n| € 1 and R; > 12 dB, while
(2.49) and (2.50) are valid for |n| < 2 and Ry > 3 dB. Figure 2.5 gives the standard deviation
for various off-broadside steering angles and ®; = 15 and 20 dB with perfect pointing (i.e.,
n'i = (). Note that R, can vary rather significantly between consecutive measurements since
the targets have a RCS of Swerling 3 type.

When proceasing the passive measurements of the SOJ, the Jammer-to-Noise Ratio (JNR)
Ji can be estimated from N detections within a dwell according to

= —1+-—ZR}, (2.51)
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where R} is the observed SNR of the range bin i at time k. The DOA estimates for the
elevation and bearing of the SOJ are given by

=1+ %] M J >3dB (2.52)
i’ = [1 + 31—] #, Ji>3dB (2.53)
k

where

N piie
e = Zum BUTE *"k (2.54)

nax]
N pi.i
_ N qi
'._ibz E,.a ;:b (2.53)
En-l k

with r{* and ri® denoting the monopulse ratio for range bin i at time k for the elevation
and bearing, respectively. The r‘{' and i{‘ are the minimum variance estimates of the means
of the monopulse ratios for elevation and bearing, respectively. Using (2.52) and (2.53) in
(2.45) and (2.46) provides the measured elevation and bearing of the SOJ. Estimates for the
standard deviations of the SOJ measurements are given by

9~0.38
e _ 1 1 1y e]™ 5

Li=)

~°'5 L 108
— 3% [+2] [+ Qe 5)er] . B>3ee e
k k

M {im] 4

When the target and the SOJ are in the mainlobe of the antenna pattern, the angular
location of the SOJ can be observed as discussed in (2.51) through (2.57) with a passive
dwell or an active dwell, where only the range bins that do not include the target are to
be considered. Thus, the DOA estimates for the target in the presence of the SOJ in the
mainlobe are given by

e = [+ Tt ot - [J"“]rw R > 2Js +2 (2:8)
5 Ji+1 e+l
b < [1+ e ] b [2& ],.: R >20+2 (2.59)

where #° and r“i‘ are the minimum variance estimates of the means of the monopulse ratios
that do not include the target. Eqs. (2.58) and (2.59) indicate that if the observed SNR R, is

2-13
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12 dB greater than the JNR Ji, the effects of the SOJ can be ignored. Note that J; should be
estimated on the active dwell since the SOJ power can fluctuate between consecutive radar
dwells. Using (2.58) and (2.59) in (2.45) and (2.46) provides the measured elevation and
bearing of the target in the presence of the jammer. Estimates of the standard deviations of
the measurements are given by

a:"'=r;,71m B [ (o gt (=)' (D) oo
ot = km/m— 1+J"+l} [1+(1+31:)(F{')’+(r2—"{') ((1'2;1)2) (261)

where Ry > 2J; +2. Eqs. (2.58) and 2.59) provide estimates of the DOAs of a target in the
presence of an SOJ and (2.60) and (2.61) provide estimates of the variance associated with
the DOA estimates. However, note that 5; and J have been used as known quantities. Then
a sufficiently large number of range bins should be used to estimate J and 7;. A reasonable
criteria for M is MJ > 18 dB. For example, an SOJ with J = 6 dB would require about 16
range bins.

2-14
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CHAPTER 3
ECM TECHNIQUES AND MODELING

The ECM for the benchmark involves the SOJ discussed in Chapter 2 and RGPO. The
times at which the SOJ and RGPO impact the trajectories are discussed in the next section.
The SOJ transmits broadband noise toward the radar and has the effect of increasing the
level of noise. However, since the SOJ noise enters the sum and difference channels with
the same phase, the DOA of the SOJ can be estimated with the monopulse ratios, where
the target amplitude is Rayleigh, since the SOJ noise is modeled as Gaussian. The SOJ
flies an oval (race course) holding pattern in a clockwise direction at an altitude of 3.05 km
and speed of 168 m/s. The SOJ is approximately 150 km from the radar, and its trajectory
is shown in Figure 3.1. The aircraft flies straight and level for a period of approximately
40 s, upon which a 1.0-g turn is performed through a 180-degree heading change. Straight
and level, nonaccelerating flight is continued for another 40 s, where a second 1.0-g turn is
performed until the aircraft returns to its original position. Then the cycle starts again with
another 40 s of level flight maintained. The SOJ transmits broadband noise that impacts the
radar with power no more than g times the receiver noise power, as discussed in Chapter 2.
For this benchmark, 79 = 8. Thus, the SOJ will not completely hide a target and it can be
defeated with a higher energy waveform in this benchmark. While the SOJ energy enters
into every radar dwell, the effects of the SOJ are, for the most part, negligible when it is not

in the mainlobe of the antenna pattern. Note that this is not the case for SOJs transmitting
a higher level of power.

In RGPO, the target under track repeats, with delay and amplification, the radar pulse
so as to pull the radar range gate off the target. The time delay is controlled so that the
false target is separated from the target with linear or quadratic motion. For the linear case,
the range of the false target with respect to the radar is expressed as

R{* = R} + vpo(ts — to) (3.1)

where R} is the range of the actual target, v,, is the rate of pull-off, t; is the time of the
radar dwell, and ¢g is the initial reference time of the RGPO false target. For the quadratic
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case, the range of the false target with respect to the radar is written as i 4
i -

1

Rf' = B + Gap(ts = to)? (32) Lo {
where ay, is the acceleration of pull-off of the false target. The measurements of the RGPO } ]
will be generated as those for the target with (2.26) modified according to § 1
. o i
1 - ! :
Ny = (-ﬁJ;\/n‘name(Ri) (3.3) l! ‘
where 4; is the amplification factor of the RGPO. However, when the times of arrival of the ' ;
target echo and the false target are less than the resolution of the radar, interference occurs. . @ 1
For this benchmark, two returns are assumed to be resolved when their times of arrival differ f |
3-2 ‘ :
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by more than % Thus, if

ft _ pt
M <1 (3.4)
cTe

the target and RGPO amplitudes are modified according to

gt _
M=o+ [1 - gf‘;—f-.l?ﬂ] I cos (27¢)) (3.5)
1
T{'=r{+ [1 - G—'EI%?-*—'] T cos (27¢) (3.6)

where ¢, = ¢} ~ ¢{' with ¢/ being the phase of the false target signal, and c is the speed of
light. Note that the discrete coding of phase has been largely neglected in the modeling of
the interference of the two returns.

The RGPO is activated by a radar dwell on the target. Thus, RGPO reference times are
dependent on the dwell times of the radar. For the benchmark, RGPO will be activated
on the next pulse after a time specified in the trajectory file. The reference time ¢ will be
chosen as the dwell time ¢; minus a uniformly distributed random number between 0.1 and
0.5 us. Thus, t; —to will be uniformly distributed between 0.1 and 0.5 us. The amplification
factor v; is chosen as a uniformly distributed number between 1 and 4. The rates for both
modes have been selected to yield a 2 km displacement in range of the false target in 20 s.
Thus, the pull-off rates are vy, = 100 m/s and ap, = 10 m/s’.

Cover pulse is a RGPO technique that uses echoes without the waveform coding and
attempts to cover the actual target return. When cover pulse is used, a noncoherent detec.ion
occurs. Typically the range resolution of the noncoherent detection is rather bad. For this
benchmark, cover pulse is not considered.

3-3
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CHAPTER 4
TARGET TRAJECTORIES

perform as much as 7 g of lateral acceleration and 2 g of longitudinal acceleration. Target
range can vary from 20 to 120 km, while the target elevation angle varies from 2° to 80°.
Since only one radar face is used, the bearing of the target will be confined to +60°. The
average RCSs of the targets are large enough so that average SNRs of 18 dB are achievable
with the highest energy waveform. The SOJ remains at ranges greater than 150 km and @
? performs less than 2 g of acceleration. The RGPO can be employed only when the angle -

between the target heading vector and radar range vector is within 180° + 60°. While six -
target trajectories are specified in this section, the tracking algorithm should be designed to :

4 The targets will exhibit RCS fluctuations according to the Swerling 3 type model and

PY ’ handle targets satisfying these general specifications. e
/ The first target trajectory is shown in Figure 4.1 and represents a large aircraft, such
f as a military cargo aircraft. From an initial range of 80 km, the target flies on a constant
- course with a speed of 290 m/s at an altitude of 1.26 km for the first minute. The aircraft %
' then performs a mild 2-g turn and continues on the new course for a period of 30 s, where a ok
: 3-g turn is made, and the aircraft flies away from the radar to a final range of 70 km. The

Oave is 4 m?, RGPO starts after 15 and 40 s, and the SOJ is within 2 degrees of the target
Line-of-Sight (LOS) from 82 to 93 s.

The second target trajectory is shown in Figure 4.2 and represents a trajectory that
would be expected by a smaller, more maneuverable aircraft, such as a Learjet or other
similar high-performance commercial aircraft. Target 2 initializes at a range of 63 km, a

¢ speed of 305 m/s, and an altitude of 4.57 km. The target performs a 2.5-g turn through 90 ¢
' degrees of course change. After the turn, the target then descends gradually to an altitude
of approximately 3.05 km. A 4-g turn rolling out to straight and level flight is performed at
: a constant speed of 305 m/s, and the trajectoiy ends near a range of 28 km. The o, is
q 2 m? RGPO starts after 12, 50, and 95 s; and she SOJ does not approach the target LOS. .

4-1
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The trajectories of Targets 3 and 4 are shown in Figures 4.3 and 4.4 and represent medium i

bombers fiying at high speeds with good maneuverability. Target 3 has an initial speed of 457 . @

m/s and flies straight and level for the first 30 s. A 4-g turn is then performed through a 45-

degree course change. Straight and level, nonaccelerating flight is continued for the next 30 .

. A second 4-g turn through a 90-degree course change to straight and level flight is performed i
¢ while the aircraft decelerates to a speed of 274 m/s. The 0,y is 1.5 m? RGPO starts after e
' 30, 100, and 130 s; and the SOJ does not approach the target LOS. Target 4 maintains a
speed of 251 m/s and an altitude of 2.20 km for the first 30 s. A 4-g turn is performed

through a course change of 456 degrees. After another 30 s, a 6-g turn is performed as the

- -.—-_.-“ p—t -M.——.-—:&——-—.—-‘—u—m
o
8
s
g

‘ throttle is increased to full afterburner. The aircraft pitches up and climbs to an altitude of . @
" 4.57 km. Following the climb, straight and level, nonaccelerating flight is maintained for the
42
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completion of the trajectory. The ogype is 1.7 m?, RGPO starts after 35 and 65 s, and the
SOJ is within 2 degrees of the target LOS from 5 to 12 s and 118 10 122 s.

Targets 5 and 6 are shown in Figures 4.5 and 4.6 and represent fighter/attack aircraft.
Target § is initialized in a thrusting acceleration at an altitude of 1.5 km. After a period
of 30 s, a 5-g turn is performed while maintaining full throttle. This turn is followed 20 s
later by a 7-g turn. Following the second turn, straight and level, nonaccelerating flight is
performed for 30 s, upon which a 6-g turn is performed concurrently with a pitch up and a
climb. After an altitude of 4.45 km is reached, straight and level, nonaccelerating flight is
flown for the completion of the trajectory. The o,y is 1.2 m3; RGPO starts after 5, 25, and
52 s; and the SOJ is within 2 degrees of the target LOS from 75 to 83 s. Target 6 starts at
a speed of 426 m/s and an altitude of 1.55 km. Constant speed and course are maintained
for a period of 30 s upon which a 7-g turn is performed. The new course is maintained for
another 30 s. A 6-g turn is performed while the throttle is reduced and the aircraft is nosed
over in order to decrease altitude. After a final altitude of 0.79 km is obtained along with a
time span of 30 s, another 6-g turn and full throttle is commanded. After approximately 30
8, a 7-g turn is perforred; upon completion of the turn, straight and level, nonaccelerating
flight is maintained for the completion of the trajectory. The 0, is 1.9 m?; RGPO starts

after 15, 75, and 102 s; and the SOJ is within 2 degrees of the target LOS from 69 to 76 s
and 98 to 126 s.
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Figure 4.5 Trajectory for Target 5
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CHAPTER 5
TRACKING ALGORITHM

Figure 5.1 shows the input and output of the tracking algorithm. At any revisit time,
as many as five dwells of any combination of waveforms in Table 2.2 can be requested by
the tracking algorithm. The collection of dwells requested at a given time by the tracking
algorithm will be referred to as a dwell set. The tracking algorithm routine will receive
for each dwell in the requested set the R, r§, rt, and r for each range bin in the range
gate, with R, above the commanded SNR threshold R§*. Each quantity is provided to the
tracking algori‘am in a matrix where columns 1 through 5 correspond to dwells 1 through
3 of the requested set, respectively. Also, indicators of coherent/noncoherent detections
(not used in this benchmark problem) and the waveforms used in the previous radar dwells
are given to the tracking algorithm. Since the first detecticn occurs on a search dwell, the
tracking algorithm will be required to initialize the track from a measurement of range, and
the bearing and elevation angles of the beam during the detection (i.e., no monopulse error
correction in the first measurement). The time for the next measurement and the pointing
commands in range 74, bearing b4, and elevation & are computed by the tracking algorithm.
The tracking (and radar management) algorithm also requests the type of dwell (i.e., search,
track, or passive) and selects a waveform (i.e., pulse length) for active dwells from Table 2.2.
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Tracking Algorithm Jime e
Ehe1, Pas s Bast, €041y Diet, Wit R84, ta, X Pas Faa, Dhat, €t R
|
t 2 Time of previous dwell set !
R £ Observed SNRs on dwells at # | e
n 2 Range measurements at t; {
r{,rt 2 Monopulse ratios in elevation and bearing at t;
#h £ GNR detection threshold for dwell set at #; ; o
Ci £ Indicators of noncoberent detections (ie,Cp=1) ;@ ) @
s 2 Commanded time for next dwell set
Fiatbhe1,é041 2 Range, bearing, and elevation for beam pointing !
control for dwell set at ;
Disi & Radar dwell type indicator (i.e., search) ) @
Wil £ Waveform selection at the1
R, £ SNR detection threshold for dwell set at £, 1
Xy Pap £ Mean and error covariance fur target state [
estimate at time ¢, based on measurements , @
through t, !
Xo =1z s 2 s v o o & &l ;
. e
Figure 5.1 Input and Output of the Tracking Algorithm
®
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CHAPTER ¢
CRITERIA FOR EVALUATION OF ALGORITHMS

For evaluation of the tracking algorithms, each algorithm shall maintain tracks on the
given trajectories with a maximum track loss of 4% and no indication of the target type or
number. A track is declared lost if the error in the estimated position of the target is greater
than 1 two-way beamwidth in angle or 1.5 range gates (about 2362 m) in range. Since the
phased array radar will operate in different environments, the primary measure of tracking
performance will be a weighted sum of the average radar energy per second and the average
radar time per second. The average energy per second E,,, is the sum of energy of the track
dwells requested by the tracking algorithm divided by the number seconds of the trajectory.
The radar energy for a given radar dwell is computed by multiplying the transmit power
P; by the effective pulse width 7.. The average radar time per second T,,, is the sum of
radar time of the track dwells requested by the tracking algorithm divided by the number of
seconds of the trajectory. Each radar dwell requires 0.001 s of radar time. Note that T,
is inversely proportional to the average sample period. The quantities E,,, and T,,. are
computed for each Monte Carlo experiment. Two cost functions for each target are defined
as

C) = Eape +10°T,,, (6.1)
Ca = Euc + IQST.“ (6-2)

where C corresponds to a period of operation when radar energy is critical, and C; corre-
sponds to a period of operation when radar time is critical. Note that the objective is to
minimize one of the two cost functions upon request. However, C; and C; should be com-
puted for each target and presented as the results may indicate the particular benefits of 2
given algorithm. For a final assessment of algorithm performance, each cost in (6.1) and (6.2)
are to be averaged over all the targets, with the costs from Target 1 being counted twice.
The algorithm that provides the minimum of both costs by a simple change of the design
parameters will be considered the superior algorithm. Note that the energy and radar time
during initialization should be included because initialization is a portion of the tracking.

6-1

——zra

DT T P



NSWCDD/TR-96/10

Table 6.1 Summary of Results

[ Target | Time | Max Man | Sample | RMSE | RMSE Track
No. Len Accel Den Period Pos Vel G C, Lost
(0 | (mfe®) | (%) (2) (m) | (m/a) (%)
1 185 31 29
P) 150 30 M
3 145 7] 36
4 185 58 4
3 182 68 70
6 188 70 59 _
Ave’ 1

* This average is computed with results of Target 1 being counted twice.

A secondary measure of algorithm performance is the computer resources required. Each
investigator will present an assessment of the average number of floating point operations
per second that their algorithm will require in final implementation. If the algorithm has
computational requirements that vary over time, an assessment of the peak number of float
point operations per second should also be presented. The average sample periods and Root-
Mean-Square Errors (RMSEs) in the position, velocity, and acceleration estimates should be
plotted for illustration of algorithm performance. The results should be reported in a table
as shown in Table 6.1, where the average of the results are to be reported in the last row.
The fourth column indicates the maneuver density which was computed as the percent of
the total time that the target acceleration exceeds 5 m/s?. The fifth column is the average
sample period, while the sixth and seventh columns are the RMSE in position and velocity,
respectively. The eighth and ninth columns are the costs of (6.1) and (6.2), respectively. The
tenth column is the percentage of tracks that are lost during the Monte Carlo simulation.

6-2
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CHAPTER 7
CONCLUDING REMARKS

When developing 2 solution to this beachmark problem, one common tracking algorithm ag
should be designed and implemented for all six target trajectories. The tracking algorithm .
should be designed to address the general specifications of the targets and evaluated with the -
aix trajectories. While the tracking algorithm can adapt to the trajectory, the adaptation
should be automatic in that no user-defined inputs denote a target type or specific number. o
After a table similar to Table 6.1 is completed to summarize the results, the strengths of the ® ' 1
solution should be discussed along with the weaknesses. Note that while the best algorithm
is the one that minimizes the two cost functions of Section 6, the computational resources
required to achieve a given performance are very important when selecting a tracking method .
for a radar system. Thus, solutions with various computational requirements are of interest. o @
Furthermore, this benchmark problem can be used to illustrate the application of different
tracking methods. The computer programs that are enclosed in electronic format allow the
effects of the RGPO and/or the SOJ to be easily removed from the simulation program by
a simple change of the input file, as discussed in Appendix B.

v i LT

o ) Do H : I

A ‘. BT I Lok
PR TRRIRE VALY TR B TP P AL T TENE S v

okl e

In the development of this benchmark problem, a number of simplifying assumptions
were made in order to limit the scope of the problem and the complexity of the simulation
program. First, the targets were modeled as point targets with RCS fluctuations that were ®
independent of the aspect angle of the target with respect to the radar. In an actual radar
tracking system, the returns from the targets can occupy multiple range bins, glint errors are
common for targets at the closer ranges, and the RCSs of targets can change rapidly when
targets maneuver. Second, the effects of closely spaced targets have not been considered. If ®
two targets are separated by less than a beamwidth in angle and their ranges are not fully
resolved, the returns from the two targets will interfere. In a monopulse tracking system, this
interference can be catastrophic to the tracking. Third, sea-surface induced multipath has
been neglected by considering only targets with altitudes above the region where multipath ® {
reflections corrupt the monopulse processing. Fourth, the power of the SOJ has been limited ;

s ik L h a1 mt e o el
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so that it can be defeated with the higher energy waveforms. In an actual system, the SOJ
power could require the averaging of the returns from many dwells or coasting the track,
while both the target and the SOJ are in the mainbeam. Also, if the SOJ power is sufficiently
high, sidelobe jamming can become a serious issue. Fifth, the potential for a jammer onboard
the target has been ignored. Sixth, the waveform types have been limited to fixed waveforms
with discrete codes. Pulse Doppler and linear Frequency Modulated (FM) waveforms are
commonly used radar waveforms, while adapting the discrete coding of the waveforms may
prove beneficial in the presence of unresolved targets, multipath, or clutter. Seventh, the
effects of background clutter have been neglected. Eighth, track initiation in a cluttered
environment has not been considered. Many of this issues are open research problems to be
considered in the future.
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APPENDIX A
DERIVATION OF MONOPULSE PROCESSING EQUATIONS

.
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While the problem of tracking multiple targets has been studied extensively in recent
years, the issue of finite sensor resolution has been completely ignored in almost all of the
studies [A-1]. Typically, the targets are assumed to be detected with a given probability
of detection in the presence of false alarms and clutter, and the target measurements are
modeled as the true values plus independent Gaussian errors [A-2,A-3]. However, when the
angular position of a target in the presence of a jammer is measured using a monopulse radar,
the Direction-Of-Arrival (DOA) information for the target and jammer are merged into one
measurement. DOA estimation for a target in the presence of a Gaussian noise Standoff
Jammer (SOJ) is considered in this Appendix. First, some background on monopulse systems
and related processing is given along with definitions of the associated notation. Second, the
conditional probability density function (pdf) and related statistical properties of monopulse
measurements of a target in the presence of a Gaussian SOJ are considered. Third, DOA
estimation for an SOJ in the absence of a target is developed. Fourth, the DOA estimation
is developed for a target in the absence of an SOJ. Fifth, DOA estimation for a target in the
presence of a SOJ is developed utilizing the estimates of Jammer-to-Noise Ratio (JNR) and
i DOA for the SOJ that can be formed with the measurements in the range gate that do not
include the target.

e e - i e it e B

P S

Background and Definitions

In a typical monopulse radar system, the outputs of the receivers are matched filtered,
and the in-phase and quadrature portions of the sum and difference signals for the merged
measurements of a target and SOJ can be expressed as

81 = a; cosd; + ay cosdy + ngy (A1)
3Q = a; sing; + oy singy + ngg (A.2)
d; = a;jn; cosd; + ayne cosgy + ngr (A.3)
dq = a;n; sing; + ayny sinds + naQ ' (A.4)

o i an oo Y o

e

where

a; = A;Gx(6)) (A5)
ay = VEAGE(8:)po A6
7 = Ga(6;)
Gz(6))
_ Gal(8y)
¢ "= G0
x = proportional to the transmitted power
A; = voltage amplitude of the SOJ
| Ay = voltage amplitude of the target backscatter
¢ ' Gg(0) = sum channel antenna gain at the angle ¢
Ga(0) = difference channel antenna gain at the angle 8

A-3

= DOA of the SOJ (A7)

= DOA of the target (A.8)

PRECEDING PAGE BLANK
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6; = off-boresight angle of the SOJ
§; = off-horesight angle of the target
po = matched filter gain
#; = phase of the SOJ signal
¢¢ = phase of the target return signal
nsgy ~ N(o! 03) nsQ ~ N(O? ag)
ngr ~ N(0, ’3) ngQ ~ N(O,ﬂf)
The nys;,nsqQ,ndr, and nyq are assumed independent. Since the SOJ transmits Gaussian
noise, the amplitude of the SOJ A; will be Rayleigh with parameter A;y, while the amplitude

of the target A, will be assumed fixed since oniy one observation of the target amplitude is
assumed to be available. Then the amplitude of the SOJ signal at the radar is given by

o 2
fajlaje) = Sf- exp | -4 ] aj0 = A;0Gr(6;) (4.9)
50 50

Letting A and ¢ denote the measured amplitude and phase of the sum-signal gives
81 =A cos ¢ sg=Asiny (A.10)

where ~x < 3 < x. The pdf of A is found by applying the transformation of random
varisbles in (A.10) to the pdf of s; and sq. Since a; is Rayleigh distributed and ¢; is
uniformly distributed on (~x, %], 5; and sg are independent, Gaussian random variables for
given values of a; and ¢;. Thus,

E[87|8] = a; cosdy (A.11)
El{sg|©) = ay sing, (A.12)

where © denotes the parameter set {ajo,7;,as, 61, 11,05,04}. The variances are given by
VAR[s;]8) = VAR[sq|6) = o’y + o3 (A.13)
Thus, the pdf of A is given by

A4+ af }’

- 2 4 o) -
S(A18) = = lala(ely + o) ™) exp - 7o

A20  (Al14)

where Jy(-) is the zero-order modified Bessel function of the first kind.

In ordcer to write the results of later sections in terms of SNR and JNR, let

2 b |
_ %0 _ o _ A -
J= ;1%- R= 203 R, = 3] (A.15)
A4

e i

Lt i T o ——— =
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where J represents the JNR of the SOJ, R represents the SNR of the target, and R, represents
the observed SNR.

The DOA measurements of a monopulse radar are typically taken as the in-phase
monopulse ratio [A—4]. With s = sy + jsg and d = dj + jdg, the in-phase and quadra-
ture monopulse ratios (i.e., measurements) are given by

_ d. _dis;+s .
v = Re(;) = —’;—_’:%& (A.i6)

Vo= lm(‘;i) = M (A.17)

81+JQ

Distribution of Monopulse Ratio

Since a; is Rayleigh distributed and ¢; is uniformly distributed on (~x, ], the sum and
difference signals are Gaussian distributed given ay and ¢;. The pdf of the sum and difference
signals is defined by the mean X = E[X|0O)] and covariance P = E[(X - X)(X - X)7|0),
where X = [o] d; Q dq]T. Then

ay chg: P P12 g 8
ag sin = P12 P2
aqm cosdy P=1%" "0 P11 P2 (4.18)
agm; sing; 0 0 p2 pxn
where
Y
P11 = a5 + 05 (Alg)
P12 = ajgn; (A.20)
pn = algn? + o} (A.21)

The inverse and determinant of P are given by

| P -2 g g
-1 _ “p2 Pn
P ——M_ ") 0 0 P2 -p12 (A.22)
0 0 -p2 pn
IP) = (pr1pna - ph)’ (A.23)
Then
1
f(X|8) =

473(py1p2 — pi;)
2 P ,
2| - T 7 g (41 4wt + 10 - i)

A-5
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+ ((d: — ayny coséy)” + (dg — aym sinés)’)

1:“ ((81 ~ ay cosgy)(d] — e co8dy)

+ (8g — a¢ sing4)(dg — cymy dn@))] } (A.24)

Applying the transformation of random variables in (A.10) and

dr = 8;y; ~ 3QyQ = y1A cosy - ygA siny (A.25) .
dq = 81yQ + 8Qyr = yQA coey + yIA sing (A.26) '

gives

e e
. ' N o . . . .

A P11
J(A,¥,31,1q16) " (pupn - T\ 2eupn - ) Leu ( {2 )
- 2:1—1:- (A’W = apy] cos € + ayAyq sin € — agAnq cos £ + 0?')‘)

[ T

+ (A“(ﬁ + y%) ~ 2yrmayA cos € + 2ygmaqA sin € + a?q,’)] } (A.27)

where A 20, ~co < yr < +00, m00 < yg < +0,and —~ 71— ¢y < e S 7 — ¢ withe = ¢ — ¢;. :
A Then e ®

A’ 2
A,G, , 0)=
]( yI UQ' ) 41’2(}’)1 212)

' Pu 2 : a

X - A - 204A : .

4 exp{ 2(p11P2: - 1) [Pu ( +ol 2. con e) i o

2 Pz _ (P2 \\at P
+A ( $ - 2”'(}’11 (Pll m)) 3 o8 e) _ l |

2 P2 \a . "

+A (ya -~ 2yq(p" m) T %in e)
P12 3,2

+ 2;1}@.(1\ cos £ —ay) + am,] }

A3
- 4x%(py3pg2 ~ ?2)

X exp{ [(&-- 2 ) A3+a?—2a¢!\cosz)
Plan - ;12 b 4| 11
Y
2 Piz _ (P13 at
+A (w (Pu (Pu m) A« C))

‘ +A? (yq - (E -n -— sin e) ] (A.28)
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Using (A.14) to condition the pdf of (A.28) on A gives

Alpy aA
nyWyY IAve = —i. €X p{_COSC}
( ? ) 4x3(p1ypn2 — phy)o(aeApyy) o

2 a 2
X exp{ - 2(?11’:212[\- P}z)( (2: 2? "')X‘ o e)) }
puA?
« on{ - gy (0= G2 -n)F o)} am
If ay = 0, integrating (A.29) with respect to ¢ gives

A? Apulvd + (1 - prari)?
fy1,yglA, 8,0, =0) = Pu exp{_ 1VQ Pia ]}

2x(pnipn — p;) 2p11p2; — Pip)
= f(y1|A, ©)f(yqlA, ©) (A.30)
where
wlA, €)= N = hapn ) = J+1"’2se K '
puPn — J
f(yqlA, 8) = N(oo —Lpﬁ) = N(O, ﬁ[;g + J_-H"?]) (A.32)

and N(z,y) denotes the Gaussian distribution with mean z and variance y. Thus, for the
SOJ in the absence of the target, y; and yg are conditionally independent, Gaussian random
variables given A.

If both targets are on the antenna boresight (i.e., n; = 1y = 0), (A.29) becomes
f1,¥QlA, 0,1 = ne = 0) = f(y1|A, 8,0 = 0 = 0)f(ygl|A,B,n; =m =0)  (A.33)

where

S, Bun; =i = 0) = N(0,24) (4.34)
2
S(¥glA,8,n; =1, =0) = N(0,7%) (4.35)

Thus, y; and yg are conditionally independent Gaussian given A when n; = 5 = 0. However,
in general (i.e., n; % 0 or 9 # 0 and ay # 0) f(y1,¥g|A, ©) has a difficult form for computing
ihe moments directly. Thus, the joint characteristic function [A-5) is used and given by

L § o0 (- -}
Oy, wn) = / ) / / expliwsys 4 jwayg)f(e:vr gl 8) dyr yq de
-z J-00J-0o

Azpu b agA
= de exp| —cos ¢
473 (p1ips2 - Py lo(aehpyy)) J-x Pl ]
AT
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ooy - (- G- 9))
L oeliosn = Ty (4= G = Gt =) ) o

00 ) i A2 d
[ eofione g2 (s0- (22 -n) 3 ane) } o

1 (PuPn —Ph), 3 mz}
= e — + +
2xlolarhpyy) ""{ At (1 oD e

* ad . rpg ay . (P13 ar .
b l-'exp{(-p; -le(p—l-l- -—m)x)cos e+1wg(p-1—l —m)x sin £ ) de
R S {_(Pu?n - Pha)
To(ayApyy') 1

a . ) _ 3 _ 2
x Io (-Ai\/ (M35 = jur(puapiit = m)) " - o (prarit' = m) ) (A.36)

The marginal characteristic functions of y; and yg are then given by

8, (1) = ¥(wn,0) = (pupiz ~ Bla) g | Puz B }

l
Io(addpiy) © "{ 2puiA?
x I (—(A’p;, - jor(puapii = m)) (A31)

By (w2) = ¥(0,un) = (Puipm — i) 2}

Io(a .Ap ') ""’{' 2pnA?
x Io(x'\/(l\‘?u - wl(puri - ) (A38)

which shows that y; and yg are not Gaussian random variables if a¢ # 0 and ¢ # pyapy;.
However, since ®,,(w;) is real for all wy, the pdf of yq is symmetrical about zero, which
gives E[yg|A, ®) = 0. Furthermore, since for oy # 0 and 1, # P12PTT

O(wr,w3) # By (w1 )Pyq(w2) (A.39)

y1 and yq are not in general independent random variables. Setting s; = jw; and 8; = juw,
in (A.36) gives the joint moment generating function as

_ 1 (Pupn~ph) 2. 3, , P2
M(‘l”Z) = IO(atApl-li) exp{ 2?111\5 ( 51t )+ }

! .
x Io(x'\/w»r.‘ - a1(puapiy’ = m))’ + a%(mpr,‘ - m)’) (A40)

The form of (A.40) suggests the use of joint cumulants for the computation of moments of

y1 and yg. The joint cumulants [A-5] are given by

il d

Ake = 0—‘5’-5'\7(01,62) (A.41)

81 m=0,03=0
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where

== — 1 (Pupz - Pg:) Pu
¥(s1,93) = = ~In [lo(ayAp}y")] + —2'KrmT'—(8 +s3)+— P

+In [10( A \/(A Pn (1’12!’1-1l - "lt)-’l)2 + (1’121’;-1l - m)’-ﬁ)] (A42)

The first-order moments or expected values of y; and yq are given by

ajy ay 2 -1 azo
Efyr|A, ) = Ao = m'h‘ = 7 Jpl(atA(ajo + o}) )(_L—'az_o o= 'h) (A43)
Jo J
EfyglA, @) =21 =0 (A.4)
where

Ile) = 73 (A45)

with J;(-) denoting the first-order modified Bessel function of the first kind. The second
central moments of y; and yq are given by
al.n? 2 2
0‘ YA a‘ L2 ) 2
VAR[y|A, 6] = ‘f[ + m ta (——L"‘az e Ul -m)
- +0%) -
X [1 - 1|2|o(atA(0fo + ds) I) - —’—:'—J\—'i-lno(au\(a}o + dg) l)]] (A46)

VAR{yqlA, ©] = ["‘ | °”

+ (O;o + Us) (01—_1;7'1; 'h) Ijo(aA(ady + as)-')] (A.47)
COV[y1,yqlA, 0] = (A.48)

where VAR[y;|-] denotes the variance of y;, and COV[y;, ygl:) denotes the covariance of y;
and yg. While y; aund yg are not independent, (A.48) indicates that the random variables
are conditionally uncorrelated. Thus, any statistical processing of y; and yg that is based
on the first two moments can be accomplished independently. Further analysis that includes
the third- and fourth-order marginal cumulants of yr and yg, and the kurtosis as conducted
in (A-6] for the case of a single fixed-amplitude target will indicate that y; and yq can be
closely approximated as independent, Gaussian random variables.

DOA Estimation for SOJ in the Absence of a Target

Since the energy of the SOJ enters into all of the bins of the range gate, all of the bins
can be used to estimate the DOA of the SOJ. Setting a; = 0 in (A.14) and applying the

A-9
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transformation of (A.15) in (A.14) gives the distribution of the observed Signal-to-Noise
Ratio (SNR) of each range bin for measurements of the SOJ as

1 R.
I®M) = g7 x| - 7og)s  Re20 (A.49)
For N samples or range bins, the Maximum Likelihood (ML) estimate of J is given by
J=Yy-1 (A.50)
where
1 N
Y=g ..Zl Roi (A.51)

with R,; denoting the observed SNR for bin i. The estimate J is unbiased with variance
given by
(J +1)?

VAR[J|J] = ~

(A.52)

Since y;; and ygi are Gaussian distributed, the ML estimate of y;, the mean of y;, is
given for N range bins by

N N
-1
= [Z Rci] z Roivii (A.53)
i=] =1
where ®,; and y;; denote the observed SNR and in-phase monopulse ratio for bin ¢. Thus,
the estimate ji; is a “power” weighted sum of the N monopulse ratios. Since each y; is
a Gaussian random variable, §j; is the minimum variance estimate of j; and a Gaussian
random variable, with variance given by

N -
ol = [223&,.-] p (A.54)
where . o J .,
p= [;%' + mﬂj] (A.55)

Using the Method of Moments [A-7] estimation and §; to estimate n; gives

—_—

1 -~
b= 1+ 7]:71, 7>3dB (A.56)

where JNR has been replaced by its ML estimate since the JNR is typically unknown. Note
that J = J is a appropriate for N > 8.

Using the mean of y; in (A.31) to form an estimate of p gives an estimate of the variance
o} as
#1

N -
5 =04, = [212!&.'] li) (A.57)

A-10
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where
p= [Z—% +(1+3)i),  T2aam (4.58)

Using the resulting p, an estimate of 03;, the variance the monopulse ratios of bin i, can be
computed using the N bins according

ok = (A.59)

P
2R,
Using (A.56) and (A.57) gives an estimate of the variance associated with 7); as

B =3 =[S m] (G (e Dl T20a a

DOA Estimation for Target in the Absence of an SOJ

When a single pulse is used to form a monopulse ratio for DOA estimation, the target
amplitude can be treated as fixed and the phase is uniformly distributed in the interval
(==, x]. The target amplitude is observed through the measured amplitude of the sum-signal,
where the pdf of A is found by setting a; = 0 in (A.14). Applying the transformations of
(A.15) in the pdf gives

f(Ro[R) = Io(2y/R,R) exp{ - (R + R)}, R, 20 (A.61)
Then the ML estimate of R based on a single pulse satisfies

& = lo (2//3m,) (A.62)

=)

where Iyjo(z) is defined in (A.45).

The conditional pdf of the y7,yq, and ¢ is found by setting pjz = 0 in (A.29) to obtain

A? exp{ ayAag? cos e} A2 o 2
¥ A’e = - -
f(e;y1,¥q1A,8) o Totarko ) exp %z(w oo ) }

i ]

x exp{ - gg(yq -xm sin 5)2} (A.63)

Since the location of the pdf of yg is independent of 7, (i.e., E{yg|A, O] = 0), a single
observation of yq provides essentially no information concerning the value of ;. Note that
while (A.47) shows that the variance of yg depends on 7y, single-pulse estimation of the
variance is not considered viable. Noting that the ML value of yQ is zero and using yg =0
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in (A.63) gives € = 0. Thus, the ML estimate of n; for a known target amplitude o is given

by
. A /Ro
m= Z_,!" = iyl (A.64)

Comparing (A.64) and (A.43) with a;o = 0 clearly indicates that (A.64) gives a biased
estimate of 7. While an unbiased estimate of n; can be computed with (A.43), the estimate
will not be ML. Using i and ajo = 0 in (A.46) and (A.47) gives an estimate of the variance
of yy and yg as

3
& = 7\7 +i [ = Lolarhas?) - (:_ifllo(ﬂd\ﬂ?)]
1
= 'zi‘ [0—5 + iR [ - Ho2VRR,) - =l (2VRE, )]] (A.65)

o2
'39 Az +y1 11|o(at/‘-as )= éﬁ— + 2!/1\/ ﬁgluo(?v meo)] (A.66)

Using (A.65) a.nd (A 66) gives an estimate of the variance of ), for a known target amplitude
as &3 = Ala;35}, = R,R16},, which is required for tracking with a Kalman filter or
Interacting Mult:ple Model (IMM) algorithm [A-2].

When the target amplitude is unknown to the signal processor, a ML estimate of the target
amplitude will be used along with the monopuise ratio to estimate the DOA. Since the target
amplitude is observed through the sum-signal, the estimation of the target amplitude will
be decoupled from the monopulse processing. Given an observed SNR ®,, (A.62) gives the
ML estimate of ®. Note that ®, is a biased observation of ®. An approximate ML estimate

is given by
/ R R,
R, [R, + 0.5]’ %, 23dB (467)

where the maximum percent error is § percent at ®, = 3 dB. The limitation of R, > 3 dB
is not a particular problem since the detection threshold is often greater than 7 dB and a
single observation with a smaller amplitude provides essentially no error reduction relative
to the beamwidth of the sum pattern. Thus, using R for Rin (A.64) gives an approximately
ML estimate of n, for & monopulse measurement of target with unknown amplitude as

3
N as 1
fig = [1 + 17 ] yr = [1 + —29?0] yI s ®,>3dB (A.68)

While (A.68) provides a biased estimate of ¢, the bias will be less than that provided by
standard monopulse ratio. A nearly unbiased estimate can be computed by using (A.62) and

(A.67) in (A.43) with ajo = 0, but the estimate will not be ML. Under the ML conditions

of (A.62)
4

o} _2,_ 9% -
‘W B ,lo(a,Aasz) - a—fxlllo(agl\dsz) (A.69)
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Using (A.69) in (A.65) and (A.62) in (A.66) with R = R gives estimates of the variances of
y1 and yq as

&y = X‘i + 1‘2}:45 29& [a‘ + g. % >3dB (4.70)
o}  yjod

Note that &2, differs significantly from that reported in [A—4], which is restricted to high
SNRs. Monte Carlo simulation studies have been conducted for various values of R and n,
to assess the validity of (A.70) for estimating the variances of the corresponding monopulse
ratios. For each experiment the amplitude was restricted so that ®, > 3 ¢'B and 03 = o2,
and yr and yg were normalized by the corresponding standard deviation of (A.70) before
computing the sample standard deviation. The simulation results indic:.ed that the variance
estimate of y; is valid for 3 < R < 12 dB with 5] < 2 and for R > 15 dB with ;| < 3.
Note that the variance given m [A—4] was found valid for ® > 12 dB and || < 0.25. The
results for yg indicated that & cr,q is valid for 3 < 8 < 9 dB with || < 1 and R > 12 dB with
Inl < 3.

Using (A.68) and (A.70) gives an estimate of the variance of fj; as

i ves) L, + M) m 5348 (A.72)
7 20T T 2%, 2R, -3 e

which is required for tracking a target with an unknown amplitude. Note that this result
differs significantly from [A—4] at low to moderate SNRs.

DOA Estimation for Target in the Presence of a SOJ

When estimating the DOA of a target in the presence of a SOJ, the bins within the
range gate that do not include the target can be used to estimate the J and ; with (A.50)
and (A.56) as discussed above. The estimates of J and 7; will then be used with (A.29) to
estimate the DOA of the target and (A.46) to estimate the associated variance 62,
Applying the transformations of (A.15) to the pdf of (A.14) gives

f(ﬁola)=lo(2\/ﬂoﬂ(1+l)")exp{-(—:':,"—}g-)}, R,20 (AT

Then the ML estimate of R, based on a single pulse given that J is known, satisfies

‘/Rz; = 1150(2\/§;,(J + l)-l) (A.74)
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Civen an observed SNR R,, (A.74) gives the ML estimate of R given that J is known. An
approximate ML estimate of R is given by

R R,
\/EQ[&M.S(JH)]’ R, >2J +2 (A.T5)
Also, under the ML conditions of (A.74),
(J+1)? J+1

- m1-1,2,0(2\/sm.(1+1)-1)-WI,,O(z\/a'a;(Jn)-'), R, > 2J+2 (A.76)

Considering J and 7, as known in (A.29) gives a pdf for computing the ML estimate of
m. Since the location of the pdf of yq is independent of 5, (i.e., E[yglA. O} = 0), a single
observation of yg provides essentially no information concerning the value of n¢. Note that
while (A.47) shows that the variance of yg depends on 7, single-pulse estimation of the
variance is not considered viable. Noting that the ML value of yg is zero and using yg = 0
in (A.29) gives ¢ = 0. Thus, the ML estimate of 7; in the presence of a SOJ for a known
target amplitude o, is given by

. J A J 4
L A gl + ;;‘[w “J+1 l'lj] (A.T7)

When the target amplitude is unknown, using (A.75) in (A.77) gives

R J J+1 J
i = g + [1 + -ﬁo—] [W - mﬂj], R, >2J+2 (A.78)

Note that only the mean of the monopulse ratio for the SOJ appears in (A.78). Using M
range bins that do not include the target return to estimate J and the mean of the monopulse
ratio for the SOJ gives

J+1 T41q ; -
oty = |1 + —— - |——lyr, R 2J 42 g
N1j5 [ + 280 ]VI 2&, ]U} 0 > + (A 9)
where
] EM Roiy1i
i = 5= (A.80)
Ek-l Rok
- 1 XM
J=-ltg YR, (A.81)
im])

with y7; and R,; denoting the monopulse ratio and observed SNR for bin ¢ that does not

include the target return, and y; and R, denoting the monopulse ratio and observed SNR
for the range bin that includes the target detection.
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If J and »; are treated as known in (A.78), then the variance of fy; can be related to the
variance of y;, which is given by (A.46). Using the approximation of (A.76) in (A.46) and
(A.77) in (A.46) and treating J and n; as known in (A.78) gives an estimate of the variance
of ﬁgb as

&2

ZR.[I .12;01] [3%+J+1”’+(J4;1)2(”’ J+1”’)] R, >27+2 (482)

Using M range bins that do not include the target return to estimate J and 7, gives

83, = 2;9[ ‘Hl] [-;+(1+ =) () + (J“) WAL (r-#)) ®>2042 (am)

where y} and J are given by (A.80) axd (. 1),

Eq. (A.79) provides an estimate of the DOA of a target in the presence of an SOJ and
(A.83) provides an estimate of the variance associated with the DOA estimate. However,
note that 5, and J have been used as known quantities. Then a sufficiently la.rge number of
range bins should be used to estimate J and ;. A reasonable criteria for M is M J > 18 dB.
For example, an SOJ with J = 6 dB would require about 16 range bins.
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APPENDIX B
DOCUMENTATION OF SIMULATION PROGRAM
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A simulation testbed for the Benchmark Problem has been developed by G. A. Watson.

The simulation is written in MATLAB for version 4.0. A copy of the simulation code has
been provided with this report on coinputer diskette. A brief explanation of each function of
the simulation program is given below.

1.
2.

10.

11.
12.
13.
14.
18.

16.
17.

18.
19.

aba_ied.m calculates average absolute tracking error for an angle-only filter.

avrg-ied.m calculates average track filter output values.

. bemwdth2.m calculates the bearing and eievation beamwidths for the giver. radar model.
. bufcl.m clears the buffer when displaying the status report.

. clcspace.m clears the screen and prints blank lines.

. comm2a.m gates passive dwell measurements.

. comm2n.m gates irack and search dwell measurements.

. coord.m converts positions, velocities, and accelerations in Cartesian coordinates to the

corresponding spherical coordinate values.

. correlr.m constructs a correlated measurement error covariance matrix.

covplot.m plots the diagonal elements of the error covariance for a Cartesian track
filter.

cvaes96.m is the primary function for testbed simulation.
cvfilt6.m is the tracking routine.

fcv.m creates the constant velocity state transition matrix.
findq.m creates the process noise covariance matrix.

findra.s creates an uncorrelated measurement error covariance for a range, bearing,
and elevation measurement vector.

gateda.m performs the measurement update for an angle only track filter.

gated? .m performs the measurement update for a track filter using track and search
dwell measurements.

gcv .n creates the constant velocity process error matrix.

hevala.m converts the predicted state estimate from Cartesian to spherical coordinates.

B-3

|
|
i
g

R s ol

N Wy M T e e




20.

21.

27.

8

31.

32.

33.

317.

39.

NSWCDD/TR-96/10
hprcalca.m calculates the H matrix for an extended Kalman track filter for three

coordinates.

initaper.m calculates the initial state estimate using a least-squares technique for
Cartesian coordinates.

initlbe.mcalculates the initial state estimate using a least-squares technique for angle-
only tracking.

. ldcvaes6.mis the default load-in file for cvaes96.

. makevect .n makes a vector of uniform random numbers.

makvect2.m makes a vector of normal random numbers.

. pointcv.m determines where to point the radar for the next dwell using a constant

velocity model.
radmod4a.m is the radar model.
randeca.m determines random intervals of RGPO.

maseplot .a plots the Root-Mean-Square-Error (RMSE) of a Cartesian track filter.

. Tmse_ied.m calculates the average RMSE.

sigmaper.mcalculates the initial error covariance matrix using a least-squares technique
for Cartesian coordinates.

sigacobe.mcalculates the initial error covariance matrix using a least-squares technique
for angle only tracking.

space .m prints blank lines.

stdvplot.m plots the standard deviations of the error covariance for position, velocity,
and acceleration for Cartesian track filters.

timer.nm displays how long a simulation will last.
timeup.m is the time update for a track filter.

trakerr2.mdetermines whether the estimation errur is above some specified threshold.

. voltpat2.m computes the radar voltage pattern.

zconvert.m converts the radar measurements to Cartesian coordinates.
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Six target trajectories have been provided. The targets are targeti, target2, tar-
got3, targetd, target5s and target6 and are explained in Chapter 4. There is also a
StandOff Jammer (SOJ) trajectory called jammer. The target trajectories are generated
with a 20 Hz data rate and have the form:

[t 2 2 y 9 § 2 2 2 t rcoae Joem) (B.1)

where t is the trajectory time, rcs,,, is the average radar cross section of the target, and
I.cm is an indicator of on-board target ECM employed during flight. The SOJ trajectory
does not have rcs,,. 8ud Jcry. The state estimates from the target track filter have the form

Xip=lz ¢ v § z & f (B.2)
and the state estimates from the SOJ track filter have the form
Xip=b b e e o (B.3)
The target and SOJ state estimates may be saved in the form
Xip=lz ¢ 2y 5§22 4 (B.4)
and
Xin=p bbeeeq (B.5)

which includes acceleration estimates if desired. The function that calculates the averages
output values senses the size of the estimate state vector and performs the calculations
accordingly.

The function to run the testbed simulation is cvaes$6. It has a default load-in file that
explains each parameter needed for the track filters. Only output arguments are needed to
run cvaes96 when using the load-in file. The filter parameters are set in the load-in file. The
tracking algorithm can also be run using the call-line in cvaes96. This is accomplished by
passing in all the required parameters specified in the load-in file in the proper location in
the call-line. For ease of using the call-line, the parameters are passed to cvaes56 in the same
manner as the output line of the default load-in file. The advantage of using the call-line is
that a batch job can be run by varying different input parameters.

There are several outputs from cvaes96. If the SOJ is not employed, there will be
outputs only for the target. When the SOJ is used, outputs for both the target and SOJ will
be given. The outputs of cvaes96 are given below.

1. xyz_targ is the target trajectory.
2. xyz_janm is the SOJ trajectory.

3. ave.filt_targ is the average target filtered state estimates.
B-5
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10.

11.

12.

13.

14.

15.

16.

17.

. ave_filt_janm is the average SOJ filtered state estimates.

NSWCDD/TR-96/10

. ave_rmse.targ is the average target RMSE with the first row being position, the second

row velocity, and the third row time. If the state vector has acceleration estimates, the
third row is acceleration and the fourth row time.

. ave.abs_jam is the average SOJ absolute track error (ATE) with the first row being

bearing, the second row bearing rate, the third row elevation, the fourth row elevation
rate, and the fifth row time. If accelerations are calculated, the third row is bearing
acceleration, the fourth elevation, the fifth row elevation rate, the sixth row elevation
acceleration, and the seventh row time.

. avecov.targ is the average of the diagonal elements of the target filtered error

covariance.

. ave_cov.jamis the average of the diagonal elements of the SOJ filtered error covariance.

ave_A.targ is the average target sample period with the first row being the sample
period and the second row time.

ave_A_jam is the average SOJ sample period with the first row being the sample period
and the second row time.

ct_targ is the number of occasions each target state was chosen with the first row being
the frequency and the second row time.

ct_jam is the number of occasions each SOJ state was chosen with the first row being
the frequency and the second row time.

ave_iter.targ is the average number of target updates per run for all maintained
tracks.

ave_iter._jam is the average number of SOJ updates per run for all maintained tracks.

vl_targ is & matrix specifying when and why target tracks were declared lost. If there
are lost target tracks, the first row is the Monte Carlo iteration, the second specifies
why the track was lost (lack of measurements = 1, tracking error was above = 2), and
the third row is the declaration time.

vl_jam is a matrix specifying when and why SOJ tracks were declared lost. If there are
lost SOJ tracks, the first row is the Monte Carlo iteration, the second specifies why the
track was lost (lack of measurements = 1, tracking error vas above = 2), and the third
row is the declaration time.

perc_targ has two elements with the first being the percentage of target measurements
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detected and the second the percentage of target measurements within the tracking
gate.

18. perc_jam has two elemnents with the first being the percentage of SOJ measurements
detected and the second the percentage of SOJ measurements within the tracking gate.

19. ave.dw_targ is the average dwell time, look energy, and power for each target dwell
time.

20. p-crit is a perfonnance criteria vector with nine elements and has the form: 1) average
target sample perind, 2) average dwell time per dwell, 3) average energy per dwell,
4) average dwell time per track length, 5) average energy per track length, 6) average
dwell time per run, 7) average energy per run, 8) average position error per dwell, and
9) average velocity error per dwell.

The output perc_targ and perc_jaa are outputs specifically designed for this applica-
tion to provide further performance evaluation of the algorithm. You may wish to add ones
pertinent to your track algorithm. When adaptively sampling the trajectory, the output
matrices will be very large because the same sequence of measurements will not be chosen
each time. As a result, a running total is kept of how many times each trajectory state was
sampled. Since the ouiput matrices are large, you may want to reduce their size by binning
the outputs over a specified time interval, such as each 0.5 seconds. The output matrices will
contain values if that trajectory state was chosen at least one time for a maintained track.
If the state was not chosen, there will be no values in the output matrices corresponding to
that time. The binning is accomplished by averaging the outputs over each specified time
interval as determined by the time values of the output matrix. There may be different num-
bers of outputs in each interval depending on whether or not that state was chosen during
the simulation. You may wish to average all the values in the time interval or do a weighted
average based on the frequency each state in the interval was sampled. This will allow for
the trend to be seen without having to plot each output time.

If you have any question about the programs or how to run them, please feel free to
contact Greg Watson anytime!! Phone: (540) 653-7378, Email: gawatsoQ@nswc.navy.mil.
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